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LEXI: Could we get these names designed very cool? The 
point of this slide is to thank attendees for coming





Hands-On Training Day
Join our instructor-led workshop where 
you will get hands-on experience using 
Snorkel Flow to build AI applications 
rapidly using a data-centric AI workflow, 
weak supervision, and programmatic 
labeling.

Who should attend?

Data scientists, machine learning, 
and software engineers within 
Global 2000 enterprises and 
government organizations.



One enterprise platform for data 
development across predictive 
and generative models

New GenAI features
New NLP features 
Efficient annotation

➔ New GenAI features
➔ New NLP features 
➔ Efficient annotation





Current State:
Data as the Interface for AI



AI/LLM 
Systems

Prompt/response pairs

Feedback labels

Prompts + examples

AI Data

Data is the interface for AI



Unique domain & 
organizational

specific requirements

Accuracy requirements

Wave I

Off the 
shelf LLMs
Internal, low-stakes 
co-pilots, consumer)

Wave II 

Specialized 
LLMs
Customer- and 
business process-
facing, mission critical)

Specialization required for higher ROI “Wave IIˮ



Critical Themes Ahead
● Specialized, fine-grained, scalable evaluation
● Full LLM system tuning/specialization
● A convergence of data-centric interfaces
● Full lifecycle human feedback as a key differentiator



Specialized, fine-grained, scalable evaluation 
as the starting point and epicenter

Evals should be 
purpose-built for 
enterprise use 
cases & business 
objectives!

Generic

Accuracy

Toxicity

Fairness

Robustness

Explainability

Generalization

Compliance

Brand Guidelines

…

…

Key takeaway: Specialized, fine-grained eval is 
needed for specialized, fine-grained TDD in AI



Fine-grained, specialized evaluations 
for test-driven AI development



From evaluation to LLM system tuning

Evaluation

Manual Expert Evaluation

Auto Evaluation

      Retrieval 
RAG

          Generation 
LLM

Chunking

Embedding

Indexing

Alignment

Fine tuning

Prompting

Labeled & curated data is the key ingredient to specializing LLM systems

Retrieval Errors

Generation Errors



Convergence of data-centric interfaces

As methods for specializing AI converge, 
data is the key ingredient to focus on

Fine tuning

Prompting

Alignment

Data



Capturing and using full-cycle human feedback

Snorkel Flow

Iterative AI data development Model Serving

SME <> 
DS Collaboration

Error Analysis & 
Evaluation

Programmatic 
Data Dev

End User Feedback

Key takeaway: Labeled data for 
tuning/evaluating/specializing 

comes throughout the 
deployment lifecycle



Looking Ahead:
The Next Steps for 
Data-Centric AI



Data as the common transportable 
artifact across models & interfaces

Data for tuning and aligning multi-component 
systems → agentic systems

Data for tuning inference-time reasoning 
(e.g. o1-style)

1

2



Make AI data development 
programmatic to power the next wave 

of enterprise AI innovation

Our aspiration, together with all of you:




